
Characterization of sensor location variations in admittance-based TPA
methods

Domen Ocepeka, Gregor Čepona,∗, Miha Boltežara

aUniversity of Ljubljana, Faculty of Mechanical Engineering, Aškerčeva 6, 1000 Ljubljana, Slovenia
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Abstract

When determining the critical paths for the transmission of sound and vibration in assembly products,
transfer path analysis (TPA) is a reliable and effective tool. TPA represents a source with a set of forces that
replicate the operational responses. However, admittance-based TPA methods are prone to experimental
errors, as small measurement inaccuracies can lead to large discrepancies in the source characterization. The
admittance of the transfer paths is preferably obtained through impact testing. Thus, poor repeatability
in the position of the successive impacts affects the consistency of the interface forces. In this study,
uncontrolled location variations in a structure’s excitation are characterized by a sensitivity analysis based
solely on an experimental model. The functional dependency of a frequency response function on the impact
location is deduced from the measured data. This makes it possible to reconstruct numerous responses for
variations in the impact location and provides an appropriate sample size for the global sensitivity analysis.
The influence of a random error at an individual impact location is quantified on the basis of variations in
the response prediction. The approach is useful for cases where the source characterization is affected by
location variations of the force input, e.g., lightly damped or complex structures where the impact locations
are not easily accessed. An experimental study on an electric motor demonstrates that controlling the impact
location’s repeatability in a TPA is important and can lead to a more consistent source characterization.

Keywords: Transfer path analysis, Impact excitation, Location uncertainty, Sensitivity analysis, Cross
validation, Electric motor

1. Introduction

Transfer path analysis (TPA) is a reliable and effective diagnostic tool for the characterization of actively
vibrating components and the propagation of noise and vibration to connected passive substructures. TPA
can analyse the vibration transfer between the individual components of the assembly, distinguish the partial
transfer path contribution and predict the receiver’s response. As such, it has gained attention as a valuable5

step in the product-development phase.
For the source characterization a set of forces, applied at the interfaces between the individual compo-

nents, is estimated. This represents the vibrating source. Two families of TPA methods can be applied
accordingly: classical and component-based TPA [1]. Classical TPA methods describe source excitations in
terms of the interface forces [2]. This approach has one major drawback, as the determined forces are valid for10

the measured assembly only. For an independent characterization of the source structure, component-based
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TPA adopts a different approach. Here, a set of equivalent forces counteracts the operational excitation and
thus blocks the motion downstream of the interface. These equivalent or blocked forces are valid for any
assembly with a modified passive side [1, 3].

The load on the interface can be measured directly or indirectly. A direct load determination using15

force transducers mounted at the connection interface is difficult in practice [4]. The indirect determination
of the forces at the interface in multiple degrees of freedom (DoFs) is therefore often performed using an
inverse procedure. Different admittance-based TPA methods for the various boundary conditions of the
active component were proposed [1], with the in-situ TPA [1, 5] even eliminating the need to dismount any
part of the assembly. Combining the concepts of TPA with the principles of Dynamic Substructuring (DS)20

has led to an approach in which the source is characterized using forces and moments in a virtual point
(VP) [6]. The virtual point, typically used in frequency based substructuring (FBS) applications [7], has
the advantage of taking into account moments in the transfer paths that are otherwise not measurable with
conventional force transducers [8].

Admittance-based TPA methods are often strongly influenced by imperfect measurements. Given that25

the condition number of the transfer path admittance is high, this can lead to a severe error amplification
in the interface forces. In order to overcome this problem, regularization techniques such as singular value
truncation [9, 10] or Tikhonov regularization [10, 11] are usually suggested. These techniques improve
the accuracy of the determined interface forces, but do not provide information about the quality of the
measurement. In general, the measurement errors can be classified according to their nature into two30

categories: random errors and systematic errors (also called bias). Random errors in the TPA framework
can be evaluated and quantified with statistical tools [12, 13]. They affect the reliability, but not the accuracy
of the outcome. Bias errors are inherent to the system and affect the accuracy of the measurement outcome.
As the true value of the measured quantity is unknown, bias errors are difficult to properly quantify and
correct.35

Assume one measures a system’s frequency response functions (FRFs) with an impulse hammer and a
fixed accelerometer on the structure. Regarding the response measurement, the most prominent measure-
ment errors are systematic errors that arise from erroneous positioning, mass loading, added stiffness and
additional damping from the sensor cabling. The careful design of the experiment helps to minimize the
bias errors in response measurements. However, positioning the sensors on the structure is not straightfor-40

ward and is of key importance in a TPA characterization. Some practical considerations about the sensor’s
placement around the transfer paths and an over-determination of the inverse problem were provided in
[9]. Furthermore, Wernsen et al. [9] studied pollution of the equivalent forces due to sensor noise and
suggested regularization techniques to attenuate the equivalent force noise. It is also suggested to use com-
pliant test benches with a higher signal-to-noise ratio (SNR) to minimize the effects of the sensor noise45

[14]. In contrast, inconsistencies in the measured structure excitations introduce a much larger problem
when determining the interface forces. Usually, impact testing is preferable to the shaker setup in order to
obtain the transfer path admittance due to the practical FRF acquisition at each separate impact location.
Offsets of the successive impacts are thus very dependent on the experimentalist and good repeatability
between impacts is challenging to achieve. It is common that the impact location varies slightly for every50

hit, especially if the interface region is not easily accessible. If one averages multiple FRFs, as is usually the
case with impact testing, these misalignments introduce an uncertainty into the FRFs. Interface forces are
thus sensitive to error amplification since the FRFs are inverted in the inverse problem. In the frequency
domain, methods to identify inconsistent measurements (impacts) were already proposed using expansion
techniques [15, 16]. However, this requires an equivalent numerical model of the structure, which, despite55

the remarkable advances in numerical simulation, might not reflect the dynamic behaviour of the actual
system.

In this work, a sensitivity-based approach is proposed to characterize the influence of the random vari-
ations in impact location within the TPA, based solely on the experimental model. A mathematical model
is established, describing the relation between the FRF and the location error. The formulation is based60

on the assumption that the FRFs at the individual force input and the omnidirectional location offset are
linearly dependent for a small offset error [17, 18]. Linear dependency makes it possible to reconstruct
numerous FRFs for each excitation location at arbitrary offsets, which would be practically impossible to
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obtain with measurements. A sizable FRF set is necessary for a meaningful sensitivity analysis (SA). A
Saltelli sample scheme [19] is proposed to generate the offset locations for reconstructed FRFs and a Sobol65

sensitivity analysis [20, 21] to quantify how sensitive the interface forces are to a random location error for
an individual excitation location. The evaluation model for the SA is based on an on-board validation, a
tool typically used to estimate the source characterization’s completeness [4], to assess how it varies due to
input variations. The proposed methodology is demonstrated on an in-situ TPA, because of its widespread
use. However, it is applicable to the arbitrary admittance-based TPA method, from both the classical and70

component-based families. To present the efficiency of the proposed approach, an experimental case study
on a real complex structure is presented. The source characterization is performed on an electric motor.
The equivalent forces are built from impacts with low sensitivity only, and evaluated using on-board and
cross validation. Compared to the case with all the impacts included, an improved prediction of the passive
substructure’s response can be observed.75

This paper is organized as follows. The following section summarizes the basic theory of an in-situ TPA
and virtual point transformation (VPT). Section 3 presents the proposed approach for the characterization
of random errors in the impact location within the TPA methodology. Section 4 presents an experimental
study on a complex structure, followed by conclusions in the final section.

2. Theoretical background80

2.1. In-situ TPA

Consider an assembly of substructures A and B, coupled at the interface, as depicted in Fig. 1a. Sub-
structure A is an active component with the operational excitation f1 acting at node 1. Meanwhile, no
excitation force is acting on the passive substructure B. The responses on B in u3, u4, and also at the
interface DoFs u2 are hence a consequence of the active force f1 only.
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Figure 1: In-situ TPA: a) assembly of substructures A and B, b) feq
2 blocking the motion at the interface, c) replicating

operational responses with feq
2 .

85

Source excitations f1 are often not measurable in practice; therefore, in-situ TPA adopts a different
approach for describing the operational excitations. A set of equivalent forces f eq

2 is introduced, applied at
the interface DoFs. If the source is deactivated, f eq

2 yields the same responses on the passive side u3 as
f1. The application of both the operational forces f1 and the equivalent forces f eq

2 acting in the opposite
direction simultaneously (Fig. 1b) should therefore remove any response on the passive side. The response
at the interface u2 or at the indicator DoFs u4 can be used to calculate the equivalent forces, as follows1:

0 = YAB
21 f1︸ ︷︷ ︸
u2

+YAB
22

(
− f eq

2

)
= YAB

41 f1︸ ︷︷ ︸
u4

+YAB
42

(
− f eq

2

)
. (1)

Expressing the equivalent forces f eq
2 from the indicator responses u4 yields:

f eq
2 =

(
YAB

42

)+
u4. (2)

The number of indicator responses u4 should exceed the number of f eq
2 , ensuring that the latter are properly

observable from u4. Hence, the over-determined inverse problem is solved using a pseudo inverse, denoted

1An explicit dependency on the frequency is omitted to improve the readability of the notation, as will be the case for the
remainder of the paper.
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with the superscript +2. As seen from Eq. (1) a set of equivalent forces completely blocks all the interface
motion and therefore the expression ”blocked forces” can also be found in the literature [2].

Expressing f eq
2 in terms of both subsystem admittances using the Lagrange multipliers–FBS (LM–FBS)90

notation [1] means that an important observation can be made. The equivalent forces are a property of the
active component only and are invariant with respect to any passive subsystem coupled to it. Therefore,
they are transferable to an assembly with a modified passive side.

The responses at the passive side u3 are not considered in the determination of the equivalent forces
(Eq. (1)). As such, they provide a useful tool to assess the completeness of the latter. The predicted response
ũ3 as a consequence of f eq

2 only (Fig. 1c) can be expressed as:

ũ3 = YAB
32 f eq

2 . (3)

By comparing the predicted ũ3 and the measured u3 it is possible to evaluate whether the transfer paths
through the interface are sufficiently well described by f eq

2 . This approach can be useful for an on-board95

validation, when the prediction is performed on the assembly AB, or for a cross validation, when applied to
the assembly with a modified passive side (AB̃).

2.2. Virtual point transformation

The theory of the VPT is summarized here according to [4, 6]. The main idea behind the VPT is to
choose a virtual point near the physical interface of the substructure and obtain FRFs for nu responses u
and nf excitations f in the proximity of this point (Yuf ∈ Cnu×nf). Yuf is then projected onto the interface
deformation modes (IDMs). If we assume only the rigid-body IDMs (rigid interface behaviour) then the
virtual point has m = 6 DoFs, i.e., three translational and three rotational DoFs. In addition, flexible IDMs
can also be considered to describe a more complex interface behaviour [22]. The transformation is achieved
using the following equation:

Yqm = TuYufT
T
f , (4)

where Tu is the displacement transformation matrix and Tf is the force transformation matrix. Yqm ∈
Cm×m is the VP FRF matrix with a perfectly collocated translation/rotation and force/moment DoFs. It100

is advisable that the number of measured responses and excitations, i.e., nu and nf, respectively, exceed the
dimensions of the VP FRF matrix, m×m [4].

The kinematic relation between m responses at the virtual point q and nu sensor displacements u can
be written as:

u = Ruq, (5)

where q comprises three translations qt = [qX , qY , qZ ]T and three rotations qθ = [qθX , qθY , qθZ ]T of the VP.
The IDMs are contained in Ru ∈ Rnu×m, which is a non-square matrix that provides the sensor locations
and orientations with respect to the VP (Fig. 2). For more information about the assembly of the Ru the
reader is referred to [6]. Solving Eq. (5) for q in a least-square sense yields the displacements of the VP:

q =
(
RT

uRu

)−1

RT
uu = Tuu ⇒ Tu =

(
RT

uRu

)−1

RT
u . (6)

Similarly, the loads m at the virtual point are obtained for a given vector of forces f in the proximity of the
VP. Assuming rigid IDMs, m consists of three forces and three moments (m = [mX , mY , mZ ,mθX , mθY , mθZ ]T).
The contribution from all the input forces can be combined and expressed as follows:

m = RT
f f, (7)

2The pseudo inverse based on singular value decomposition offers some insight into the inverse problem as singular values
can be attributed by how each displacement space (each left singular vector) is observable from u4. Different regularization
techniques can be applied accordingly to prevent a solution belonging to the smallest singular values from building up noise in
feq
2 if necessary [10].
3The position vector from the VP to the center of the sensor is denoted by rk. The unit vector for each accelerometer axis

is eki and the response in each axis is denoted by uk
i (i ∈ (x, y, z)). The position vector from VP to the force impact is rh,

the impact direction is eh and the impact magnitude is fh.
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Figure 2: Projection of responses on the k-th triaxial accelerometer and the h-th excitation onto the virtual point3.

where the IDM matrix RT
f ∈ Rm×nf contains the positions and orientations for all the excitation locations

with respect to the VP (Fig. 2). A more detailed description of Rf is given in [6]. The inverse relationship
of Eq. (7) is derived with a constrained minimization for forces:

f = Rf

(
RT

f Rf

)−1

m = TT
f m ⇒ TT

f = Rf

(
RT

f Rf

)−1

. (8)

For a more detailed explanation of the error minimization in the derivation of the transformation matrices
Tu and Tf (including the use of the weighting matrix) the reader is referred to [4].

3. Characterization of random location errors in the TPA framework105

To summarize, the determination of the equivalent forces using an in-situ approach requires the following
measurements:

1. Measurement of the admittance matrix of the transfer paths YAB
42 (usually by impact or shaker testing

on a non-operating system).

2. Measurement of the operational responses on the passive side u4 for a specific load case at the source.110

In the following, the use of VPT in a YAB
42 measurement is assumed due to the advantages of including

moments in the interface description [8] and non-rigid motion filtering at the low frequencies [23]. The VPT
also filters the measurement errors to some extent by reduction of the forces in Eq. (7).

When obtaining YAB
42 , impact testing is usually preferable to a shaker setup due to the practical FRF

acquisition for each separate location. Therefore, the consistency of YAB
42 is strongly dependent on the115

hammer skills of the experimentalist, aiming to ensure good repeatability in the position between individual
impacts. With the VPT, the impact locations should be in the proximity of the VP in order not to
violate the assumption of the interface’s rigidity. However, with a decreased distance the uncertainties
associated with the position of the impacts are increased. Some insight into the location repeatability is
available as the overall quality of the impact’s transformation to the VP can be evaluated using measurement-120

quality indicators [4]. These indications compare the original (individual) with the filtered measurements
(measurements transformed to the VP and then projected back to the initial location). However, a different
approach to characterize the random location errors for the individual impact is adopted here.

Regarding the response measurements, accelerometers (or other response-measuring sensors) are mounted
on the structure with a high degree of accuracy, as long as a proper fixation is ensured. Random location125

errors in the sensor placement can therefore be reduced with a carefully designed experiment and are not
considered in the scope of this work.

3.1. Relation between the FRF and the impact location variation

The characterization of random location errors in structure excitation and their effect on the equivalent
forces, presented here, is based on the findings of de Klerk and Visser [17, 18]. In general, the relationship130
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describing the FRF and the impact location offset will be nonlinear. However, based on de Klerk [17],
changes in the FRFs’ real and imaginary parts due to the impact offset are linear in the proximity of the
desired impact location. In the following, a simple numerical study is carried out on a structure depicted in
Fig. 3, but only for the sake of demonstrating this relation.

set of im
pacts

Figure 3: Demonstrative numerical model.

Numerical FRFs are generated for one excitation and one response location (zoomed in Fig. 3). At135

the excitation location, successive impacts are simulated, where each impact is subjected to the offset error
within a circle in close proximity to the desired impact location4. Fig. 4 demonstrates that different FRFs are
obtained for each impact. The anti-resonances change in frequency, while the amplitude of the resonances
varies when the location errors are present.

f

|Y
|

Figure 4: Effect of impact location offsets on the FRFs’ magnitude. Axes values and labels are omitted because the purpose
of the figure is only demonstrative.

Fig. 5 specifies the relationship between the calculated FRFs (treated as measured FRFs in the following)140

and the offset error. It is evident that the FRF entries in the complex plane form an elliptical shape for an
individual frequency. The unidirectional variations for small location offsets are seen in the form of a linear
dependency between the real and the imaginary parts, as was already established in [17]. Special care is
given to the ellipse’s major axis, as it corresponds to the direction for which the FRFs are the most sensitive
to the errors in excitation location. Impacts spread in the direction most sensitive to the location errors145

therefore influence the measured admittance to the largest extent.
The equation for the ellipse’s major axis can be formulated using an approximation approach. The

4Numerical FRFs of the structure are generated by means of the mode superposition method [4] based on first 100 eigenfre-
quencies and mass-normalised modes determined from the eigenvalue problem. Hence, the only variable in the FRF calculation
is the impact position. A singular solution at the eigenfrequencies is avoided by defining the modal damping ratio.
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Figure 5: Effect of impact location offsets on the FRFs for an individual frequency; a) idealized impact spread assuming
circular boundary, b) set of FRFs with offset errors in the complex plane forming an elliptical shape with the ellipse’s major
axis orientated in the direction most sensitive to the location variation.

dependency of the real FRF part with respect to the relative impact location b is determined first:

<(Ymeas) = kr b + nr, (9)

where:

kr =
max

[
<(Ymeas)

]
−min

[
<(Ymeas)

]

2
,

nr =
max

[
<(Ymeas)

]
+ min

[
<(Ymeas)

]

2
.

(10)

The values b are bounded by -1 and 1, where -1 corresponds to the minimum and 1 to the maximum real
part. Ymeas consists of the measured FRFs with random location errors for multiple repetitions at a single
excitation location. The dependency between the real and imaginary parts for the ellipse’s major axis is
obtained by approximating the ellipse in a complex plane with a linear relation:

=(Ymeas) = ki <(Ymeas) + ni. (11)

In this manner, coefficients ki and ni are obtained. Based on Eqs. (9) and (11) the FRFs for multiple relative
location errors in the most sensitive direction can be reconstructed:

Yrec = <(Yrec) + i=(Yrec). (12)

3.2. Global sensitivity analysis

If a sufficient number of samples is provided, the influence of an individual excitation location on the
equivalent forces can be evaluated using a global SA. However, through the measurement process, it is
practically impossible to obtain a sample size that is sufficient for SA. Therefore, the approach using Eq. (12)150

is adopted, where numerous FRFs can be reconstructed at each excitation location from a set of measured
FRFs. In order to do so, the measured FRFs should not be averaged, but instead used to deduce the
coefficients kr, nr, ki and ni (Eqs. (10) and (11)) at each frequency line as the most sensitive direction is also
frequency dependent. For the reconstruction, a sizable set of relative impact locations should be provided.
The Saltelli sample scheme5 is proposed accordingly, where the number of input parameters is equal to the155

5Saltelli sample scheme [19] is an extension of Sobol’s sequence, a quasi-random low-discrepancy sequence used to generate
uniform samples of parameter space. Using the Saltelli sample scheme, sensitivity indices are computed based on a reduced
number of model evaluations. The Saltelli sample scheme is intended to be used later in Sobol’s sensitivity analysis.
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number of excitation locations. The obtained sample set presents small random offsets at impact locations
and is bounded by the boundaries of b, i.e., -1 and 1, respectively.

At an individual impact location, the FRFs are calculated for each sample (Eq. (12)). This is then
repeated for all the excitation locations. The measured FRFs should not be added to the sample set as they
do not coincide with the Saltelli sample scheme. Note that the reconstructed FRFs are generated only for160

locations that are positioned in the direction that is identified as being the most sensitive to the impact
offset, as depicted in Fig. 6. Although the entire FRF spread is not included in the reconstruction process,
the most dominant direction is considered sufficient to evaluate the effect of random location errors on the
equivalent forces.

Δy

Δ
x be

Saltelli sample scheme

Impact location
Direction most sensitive to

location variation

(a)

be

R
e(

  
)

Y
Im(  )Y

Reconstructed FRF

measFRF (Y )
Direction most sensitive to

location variation

(b)

Figure 6: Reconstruction of the FRFs in the most sensitive direction to the location variation following the Saltelli sample
scheme: a) physical location of the positions for which FRFs are reconstructed, b) reconstructed real and imaginary parts of
FRFs.

Each set of reconstructed FRFs from the Saltelli scheme is then used to estimate the equivalent forces.
First, the VPT is applied to transform the forces onto the VP based on their relative position:

Yum = YufT
T
f . (13)

In this way, the admittances YAB
42 and YAB

32 are obtained. With the acquired operational response at the165

indicator sensors u4, Eq. (2) is then used to determine the equivalent forces for each sample set. Each set
of forces is validated to assess how the validation varies due to the impact location variations. For this step,
an on-board validation is considered the most appropriate6. The response ũ3 is predicted for each sample
set using Eq. (3) and compared to the measured response u3. Various criteria can be applied to estimate
the responses’ agreement [8, 24]. In this study, the coherence criterion is used [8] as it is sensitive to both170

phase and amplitude differences.
Considering the on-board validation approach, the evaluation model for n excitation locations is equal

to:

χi(b
e
1 , . . . , b

e
j , . . . , b

e
n) =

1

N

∑
coh(ũ3,i, u3,i) =

=
1

N

∑ (ũ3,i + u3,i)(ũ
∗
3,i + u∗3,i)

2(ũ∗3,i ũ3,i + u∗3,i u3,i)
ũ3,i ∈ ũ3, u3,i ∈ u3, (14)

6At this point, we are only interested in the variation of the equivalent forces due to the impact location variation. Hence, on-
board validation is not used here to estimate the overall completeness of the transfer paths, but rather to provide a completeness
criterion as a function of the impact location.
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where the superscript ∗ denotes a complex conjugate. The variable χi is a scalar value of the averaged
coherence over the full frequency bandwidth with N frequency points7 and b ej is the e-th value of the impact
offset from the Saltelli sample scheme for the j-th excitation location. The criterion is bounded between 0
and 1, with values closer to 1 indicating a strong correlation between the compared responses.175

In order to quantify the influence of the random location error for an individual excitation on the f eq
2 ,

the use of Sobol’s sensitivity analysis [20, 21] is proposed. The reason for using Sobol’s SA is that it allows
an estimation of the sensitivity indices for input parameters using only the output values of Eq. (14). The
first-order Sobol’s sensitivity index of each input parameter is defined as:

Sχi

1,j =
Vbj
(
Eb∼j

[χi|bj ]
)

V(χi)
, (15)

where V(∗) is the variance operator, E[∗] is the expectation operator, bj is the j-th input parameter (j-th
impact) and b∼j is the set of all the parameters apart from bj . The first-order index measures the main effect
of the parameter bj on the f eq

2 alone. In other words, this is the contribution of the parameter bj to the total
variance V(χi). For Eb∼j

[χi|bj ] the mean of χi is taken over all possible values of b∼j while bj is fixed [21].
The outer variance is then taken over all values of bj . The parameter sensitivity is therefore estimated by
how much the total variance is reduced for a fixed bj . Dividing it by V(χi) provides a fractional contribution
to the total variance. The total order index measures the total effect of the parameter bj , including the
contribution of the variance due to the variable bj alone, but also the contribution of any combination of bj
with the remaining input variables:

Sχi

T,j = 1− Vb∼j

(
Ebj [χi|b∼j ]

)

V(χi)
. (16)

Given that Vb∼j

(
Ebj [χi|b∼j ]

)
is the first-order effect of b∼j , Eq. (16) gives the total effect of bj [21].

3.3. Quantification of impact sensitivity

To summarize, the proposed approach to identify the excitation location with the highest influence on
the equivalent forces is described briefly in the following steps:

STEP 1: Impact testing of the structure with at least two, but preferably up to ten, impacts per excitation180

location.

STEP 2: Deduction of the coefficients kr, nr, ki and ni for each element in the measured admittance matrix
based on the FRF entries in the complex plane (Eqs. (10) and (11)) at each frequency.

STEP 3: Reconstruction of the FRFs for numerous variations in the impact location for the most sensitive
direction (Eq. (12)). This is repeated for all the excitation locations. The Saltelli sequence should185

be used to generate the sample set for a number of input parameters equal to the number of
excitation locations.

STEP 4: Calculation of the equivalent forces for each FRF set from the Saltelli scheme. First, the VPT is
applied to transform the forces onto the VP. Then, Eq. (2) is used to determine the equivalent
forces for each sample set.190

STEP 5: On-board validation comparing the predicted response for each sample set ũ3 (Eq. (3)) and the
measured response u3 using the coherence criterion (Eq. (14)).

STEP 6: Calculation of the first-order S1 (Eq. (15)) and the total order ST (Eq. (16)) Sobol sensitivity
indices based on the on-board validation results.

7The coherence criterion and consequently the sensitivity analysis can also be validated for partial frequency bandwidths
due to the dependence of the FRFs’ spread on the frequency.
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Based on the S1 and ST indices, one can determine how the variability of the individual impact location195

affects the estimated equivalent forces. High S1 and ST indicate that even a small deviation in the impact
location can have a considerable effect on the on-board validation results. Hence, we propose to discard
the excitation locations with standout sensitivity indices from the transfer path admittance. The source
characterization should then be repeated using less location-sensitive impacts only. Care should be taken
to retain a sufficient number of impacts in all directions and an over-determination of the VPT even after200

discarding the location-sensitive impacts.
Note that the direction that is most sensitive to variations in the impact location is also frequency

dependent. Therefore, if we examine one FRF, reconstructed using the approximation approach, the impact
associated with this FRF is in fact applied at different location at each frequency point. However, as Eq. (2) is
also frequency dependent, this is not considered problematic for future calculations. The reconstructed FRFs205

are intended for the sensitivity analysis only. The use of reconstructed FRFs in the TPA characterization
is discouraged and only measured FRFs should be used.

4. Experiment

To demonstrate the efficiency of the proposed approach, an experimental case study is presented next. A
real complex structure, i.e., a brushless permanent magnet (BPM) motor, is fixed to a dedicated laboratory210

test bench. The transfer path admittance is obtained by impact testing. Firstly, the impacts that influence
the equivalent forces in the strongest manner are identified using the Sobol sensitivity analysis. Secondly,
the identified inconsistent impacts are removed from the source characterization, which is then evaluated via
a comparison with the full impact set through on-board and cross validation. Both steps are performed for
two different operational excitation cases: artificial excitation with an impulse hammer on the BPM motor215

housing and excitation from a constant rotation speed of the BPM motor.

4.1. Experimental setup

An assembly consisting of a BPM motor (active substructure) and a dedicated test-bench (passive sub-
structure) is presented in Fig. 7. The electric motor is connected through four vibro-isolations to the

Reference
accelerometer

VP 2
VP 4

VP 1

VP 3

Indicator
accelerometers

Figure 7: Test-bench with the BPM motor.

test-bench. The coupling points can be considered as point interfaces and the local rigidity required for220

the VPT can be assumed. The connectivity at the interface is ensured by two M8 threaded rods with a
tightening torque of 5 Nm applied. Four transfer paths to characterize the equivalent forces between the
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substructures are considered. The frequency range of interest for the assembly lies between 0 Hz and 1200
Hz. A higher frequency range is omitted as the most influential harmonics of the electric motor in the
application reach up to 1000 Hz when running.225

Using the Python package pyFBS [25] the experimental setup is visualized in Fig. 8. The test-bench was
equipped with 13 triaxial modal accelerometers PCB 356A32, where 12 of them (3 per transfer path) acted
as indicators for the indirect determination of the equivalent forces and one as the target response. The
accelerometers were positioned in the proximity of the interface to maximize the characterization quality
[8, 9]. For the transfer path admittance measurement, impact testing was executed on a non-operating230

system. Twelve impacts per transfer path (virtual point) were chosen, placed in the proximity of the

edis evitcA

(a)

Passive side

(b)

Figure 8: Schematic presentation of the experimental setup: a) left view, b) right view. Darker colour scheme denotes the
passive side (test-bench, connecting rods and vibro-isolations), while active side (electric motor) is depicted using bright colour.

interface on the active side in order not to violate the rigidity assumption. In this way, the vibro-isolations
are regarded as a part of the passive substructure. The recommendations in [4] were considered when
determining the impact locations8. The excitations were performed using the PCB 086C03 modal hammer
with a vinyl tip. Eight impact repetitions were conducted per excitation location. Due to the complex235

geometry of the assembly, problems occur as some impact locations were not easily accessed with the
impact hammer or were not visible from the experimentalist’s point of view.

Fig. 9 demonstrates the effect of small random variations in the impact location on the measured FRF
for one channel and one excitation. For eight impact repetitions, eight different FRFs are obtained. By
plotting the measured FRFs in a complex plane (Figs. 10a and 10b) an elliptical shape is observed. On the240

ellipse’s major axis, FRFs are then reconstructed for 512 samples from the Saltelli sample scheme and are
displayed on Figs. 9 and 10.

4.2. Artificial operational excitation

When the assembly is subjected to the operating conditions of the BPM motor, only the main harmonics
are dominant in the frequency spectrum. An additional impact location (I49), placed on the electric motor’s245

housing was therefore used in the first experimental case as an artificial broadband source. In this way, the
response of a passive substructure can be evaluated across the entire frequency range of interest. Due to

8Impacts were equally distributed in all directions and did not point straight to the VP in order to generate the moment
load [4].
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Figure 9: Experimentally obtained and reconstructed FRFs for the response at channel S1–y and the excitation at I1. For the
sake of clarity, only every 20th reconstructed FRF is displayed.
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Figure 10: Experimentally obtained and reconstructed FRFs for the response at channel S1–y and the excitation at I1 in the
complex plane: a) at resonant frequency 602 Hz, b) at anti-resonant frequency 780 Hz.

the fact that higher responses at the sensors can be generated using an impact hammer, no regularization
techniques were used for this test case, as the noise level is considered negligible.

Quantification of the impacts’ sensitivity to location variation is performed according to the methodology250

given in Section 3.3. The results of the sensitivity analysis are presented in Fig. 11. The S1 indices are
averaged for all three predicted responses to comprise a random error characterization from all the references.
It is more intuitive to characterize the location variations using only the first-order Sobol’s sensitivity index,
as it measures the main effect of the individual impact alone. Therefore, the total order index will be omitted
from the rest of the paper.255

Based on the S1 indices, presented in Fig. 11, it is obvious that the equivalent forces are very sensitive
to the location variations at the excitations I8, I23, I25, I34, I39 and I45. This is in agreement with the
actual observations, as the listed impacts were challenging to reach and excite with an impact hammer.
Hence, higher sensitivity indices for these locations were in fact expected. Based on Fig. 11, two different
sets of impacts were determined: one set with all the impacts and one set with the consistent impacts only,260

where impacts with higher S1 were omitted (Fig. 12). After the SA and for the source characterization,
reconstructed FRFs were discarded. Instead, measured FRFs were used, which were averaged first in order
to reduce the influence of the measurement noise. Using both sets, the impacts were first transformed to
the virtual point (Eq. (13)). Then, the obtained admittance matrices YAB

42 were applied to determine the
equivalent forces based on Eq. (2).265

The consistency of the determined equivalent forces from both impact sets is evaluated next. First, an
on-board validation (Eq. (3)) is performed where the consistent and all the sets of impacts are validated
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Figure 11: Averaged first-order Sobol’s sensitivity indices for impacts at: a) 1st VP, b) 2nd VP, c) 3rd VP, d) 4th VP.
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Figure 12: Set of impacts used for TPA characterization at: a) 1st VP, b) 2nd VP, c) 3rd VP, d) 4th VP. ( ) – Impacts
retained in the VPT, ( ) – Impacts omitted in the VPT

on the original assembly AB. The sum of the transfer path contributions from individual equivalent forces
yields a similar response prediction (Fig. 13). Both predictions match the reference with a high degree of
accuracy, with minor improvements observed when a consistent set of impacts is considered for the source270

description.
Next, a cross validation is used, taking advantage of the equivalent forces being transferable to a new

assembly with a modified passive substructure, AB̃. The novel assembly is presented in Fig. 14. The BPM
motor is mounted on the washing machine drum where the reference accelerometer is fixed. In order to

replicate the operational excitation from the test-bench setup, the admittance YAB̃
3, I49 is measured, where275

the structure is excited at an artificial source location (I49) and the response is captured with the reference

accelerometer. Then, the impact signal from the test-bench setup is used to obtain the response uAB̃
3 , which

is treated as a reference measurement.
In order to predict the response of the passive substructure based on both sets of determined equivalent

forces, a measurement of the novel assembly’s admittance YAB̃
32 is required9. Then, the responses ũAB̃

3 can

9Bias errors also manifest in the admittance matrix YAB̃
32 . However, as this matrix is not inverted in Eq. (3), the bias errors

in YAB̃
32 are considered negligible.
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Figure 13: On-board validation of the determined equivalent forces based on all and the consistent sets of impacts using
artificial impact excitation.

Reference
accelerometer

Figure 14: BPM mounted on the washing machine drum.

be predicted using:

ũAB̃
3 = YAB̃

32 f eq
2 . (17)

Both ũAB̃
3 , based on all and the consistent sets of impacts, respectively, are compared to the reference

(Fig. 15). The magnitude and the phase of the responses are visualized. Both predicted responses match280

well with the reference. To some extent the measurement errors are already filtered by the VPT; however,
a further improvement in the response prediction is observed when impacts with high sensitivity indices are
removed from the source characterization. The response based on the identified consistent impacts is in
better agreement with the reference for the majority of the frequency range of interest.

The correlation between the responses is additionally evaluated using the coherence criterion (Eq. (14)).285

The frequency-dependent criterion is evaluated for the entire frequency range and then averaged. The mean
coherence values are presented in Fig. 16 for all three reference responses on the passive side. Excluding the
impacts with higher S1 leads to an improvement in the accuracy of the predicted response by 5%. With
already established approaches (e.g., proper sensor positioning [9], implementation of the regularization
techniques [9] and VPT [8] into TPA) a further improvement in the equivalent forces’ completeness can be290

achieved using the proposed approach, even when dealing with highly damped structures.
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Figure 15: Cross validation of the determined equivalent forces based on all and the consistent sets of impacts using artificial
impact excitation.
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Figure 16: Cross validation of the determined equivalent forces based on: a) all impacts, b) consistent impacts.

4.3. Operational excitation

The second experimental case investigates whether the proposed approach is applicable to operational
excitation where only the main harmonics are present in the frequency spectrum. The same test-bench
setup is used as described in Section 4.1. The rotational velocity of the BPM motor was set to 336 Hz.295

The approach described in Section 3.3 was applied in order to identify impacts whose location variation
influenced the determined equivalent forces to the greatest extent. For the SA, the coherence criterion was
evaluated at frequencies only in the proximity of the electric motor’s main harmonics. The calculation of the
pseudo inverse in Eq. (2) was performed using the Tikhonov regularization [11]. The use of regularization
techniques is advisable here to prevent the measurement noise from building up the equivalent forces due300

to the tonal excitation behaviour of the electric motor. If a pseudo inverse were to be computed using
least squares, the noise on the indicator sensors would build up the equivalent forces as well as the true
signal [9]. The regularization parameter α was determined using the Wiener filter [11], where the noise was
recorded when the BPM was turned off. Using the SA, the sensitivities of the individual impacts based on
512 samples were obtained, as presented in Fig. 17.305

Although the values of S1 vary when compared to the first experimental case (Fig. 11) the same impacts
can be recognized as location-sensitive. Note that the results of SA from Figs. 11 and 17 are not directly
comparable due to the dissimilar examined frequency range for each experimental case. Again, impacts
were divided into two sets, as presented in Fig. 12. The first set included all the impacts and the second
set included only the consistent impacts. The equivalent forces were determined from both data sets and310
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Figure 17: Averaged first order Sobol’s sensitivity indices for impacts at: a) 1st VP, b) 2nd VP, c) 3rd VP, d) 4th VP. BPM
motor was used for excitation in this experimental case.

then validated using cross validation on the modified structure AB̃. The predicted response ũAB̃
3 from both

impact sets is compared with the measured response uAB̃
3 in Fig. 18.
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Figure 18: Cross-validation of the determined equivalent forces based on all and consistent set of impacts using operational
excitation: a) response magnitude, b) 1st harmonic, c) 2nd harmonic, d) 3rd harmonic.

In the majority of the inspected frequency range, the measurement noise is dominant and any comparison
is meaningless. The main harmonics of the BPM motor operating at 336 Hz are clearly visible in the
frequency spectrum. Other dominant peaks appear due to the electrical interferences and at the natural315

frequencies of the assembly. A poor response prediction is observed between 200 Hz and 300 Hz for both

16



sets of impacts. This is believed to be due an incomplete matrix regularization. By visually inspecting the
predicted response with the reference at peaks above the noise floor, it can be observed that the prediction
based on a set of consistent impacts matches the reference with a higher degree of accuracy. Magnifying
the frequency regions at the main harmonics (Figs. 18b–18d) and plotting the response on a linear scale320

indicates that again a more consistent prediction is achieved using the set of impacts with low S1.
The second experimental case demonstrates that the proposed approach is valid for operational excitation

as well. No additional impact measurements are therefore needed. However, due to the presence of the
main harmonics only and the majority of the response being below the noise floor, the criterion to reject
inconsistent impacts must be carefully considered.325

4.4. Discussion

Imprecise impact excitations are not the only error affecting the consistency of the equivalent forces.
Transferability of the f eq

2 based on either the consistent or all of the impacts is limited for this experimental
case, as seen from Figs. 15 and 18. This is believed to be due to the two reasons: non-linear components of
the assembly (e.g., vibro-isolations) behave differently for the operational condition compared to when the330

excitation is performed with an impact hammer to obtain the transfer path admittance. The second reason
is the interface rigidity assumption. Higher in the frequency range a flexible interface motion is present, but

filtered out from the VP loads, affecting the consistency of YAB̃
32 .

Based on the visual inspection of the predicted responses only minor improvements are observed when
comparing consistent with the set of all of impacts in the lower frequency range, where the test object335

behaves rigidly. This is especially apparent in the case of on-board validation, with the stiff test-bench
as the passive side (Fig. 13). At lower frequencies, contributions from translational equivalent forces are
sufficient to produce an accurate response prediction [8, 23]. However, in the higher frequency range for
the washing machine drum assembly, where the rotational DoFs are more prominent, the sensitivity-based
approach of excluding location-sensitive impacts from the VPT provides a more accurate response prediction.340

The reconstruction of virtual moments is sensitive to deviations in the position of the hammer impact [4].
Hence, with the insight into the impact quality based on calculated sensitivity indices, an estimation of
the virtual loads proves to be more consistent. It can be concluded that the approach is beneficial for
cases when the experimentalist is not able to estimate the quality of the impacts performed (e.g., when the
impact locations are hard to reach or are not visible from the experimentalist point of view). Another strong345

point is that the SA can be performed directly on the measured data, with no need for additional reference
measurements or numerical models.

5. Conclusions

In this work, a sensitivity analysis is used to characterize the random location errors in a TPA framework,
specifically aimed at small variations in the impact excitation location. The approach is well suited to350

admittance-based TPA methods, where the transfer path admittance is obtained with impact testing. A
linear relation between the FRF and the impact’s offset location is adopted in order to provide a sufficient
sample size for the SA. Impact locations where small position variations influence the determined equivalent
forces to the greatest extent can be identified and excluded from the source characterization. In this way,
the experimentalist is given an insight into the quality of the impact position’s repeatability.355

The approach is useful for cases when the source characterization is affected by a random variation of
the impact location, e.g., lightly damped structures or complex structures where the impact locations are
not easily accessed. Additionally, random location errors in the response/load-sensor positioning can also
be evaluated if the sensors’ positions varies between successive measurements. As such, a characterization
for a direct load determination at the interface is also available.360

The applicability of the proposed methodology is demonstrated with an experimental case study of the
assembly of an electric motor and a dedicated laboratory test bench. The identified inconsistent impacts
were challenging to reach and excite with an impact hammer, hence substantial positional errors at these
locations are expected. Excluding these impacts from the source characterization improves the prediction
of the passive substructure’s response, when the equivalent forces are transferred to a modified assembly.365
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